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Abstract The Advanced Technology Microwave Sounders (ATMS), carried on the Suomi National
Polar-orbiting Partnership (SNPP) satellite, was launched on 28 October 2011. The ATMS is a follow-on
instrument to advanced microwave sounding unit (AMSU), currently flying on National Oceanic and
Atmospheric Administration (NOAA) satellites. The primary new ATMS features are a reduced hardware
package and improved gap coverage. One thing in common about cross-track sounders is a scan
perpendicular to the motion of the satellite, allowing a broad swath of measurements to be taken. But
an undesirable feature is that the measurements vary with scan angle because of changes in the optical
pathlength through the Earth’s atmosphere between the Earth and the satellite. One approach to this
problem is to limb adjust the measurements to a fixed view angle. The limb correction algorithm applied
to ATMS is based on the heritage methodology originally applied to MSU and later to AMSU. The limb
correction method is applied to each of the 96 ATMS field of view (FOV) per scan line, adjusting the
off-nadir FOV to the nadir view with fitting error generally within the instrumental noise. The limb-adjusted
brightness temperature were used in the original, legacy TIROS Operational Vertical Sounder, and Advanced
TIROS Operational Vertical Sounder NOAA sounding product algorithms and more recently to derive the
total precipitation water (TPW) retrieval over ocean, with a bias of 0.046 mm and a standard deviation
of 3.43 mm, when compared with European Centre for Medium-Range Weather Forecasts TPW data. The
limb-corrected brightness temperature can be used to detect the atmospheric weather features, such as the
warm cores for tropical cyclones, and the imagery presents snapshots for quick weather signal diagnosis.

1. Introduction

The Advanced Technology Microwave Sounders (ATMS) is a microwave radiometer carried onboard the
Suomi National Polar-orbiting Partnership (SNPP) satellite launched in October 2011. SNPP is the first satel-
lite designed to bridge into the next generation National Oceanic and Atmospheric Administration (NOAA)
Joint Polar Satellite System (JPSS) satellite constellation. The ATMS combines the capabilities of current gen-
eration microwave temperature sounders (Advanced Microwave Sounding Unit-A, AMSU-A) and microwave
humidity sounders (Advanced Microwave Sounding Unit-B, AMSU-B) that are flying on NOAAs Polar-orbiting
Operational Environmental Satellites (POES), with higher spatial resolution and better calibration accuracy
(Weng & Yang, 2016). The ATMS radiances are assimilated into numerical weather prediction (NWP) models
worldwide and have been shown to provide impact on global and medium range NWP (Goldberg et al., 2013;
Zhou et al., 2016). The ATMS operates in conjunction with the Cross-track Infrared Sounder (CrIS), to provide
atmospheric sounding information. The NOAA Unique Combined Atmospheric Processing System products
from SNPP are currently ingested into the Advanced Weather Interactive Processing System (AWIPS II (AWIPS
II Forecasting Software. Available online http://www.unidata.ucar.edu/software/awips2)) for use at Weather
Forecasting Offices (WFOs) nationwide for analyzing atmospheric instabilities, potential outbreaks of severe
weather, and now-casting applications (Line & Calhoun, 2015).

The ATMS has 22 microwave channels and the frequency dependence of atmospheric absorption allows dif-
ferent altitudes to be sensed by spacing channels along different absorption lines. Individual ATMS channels
are carefully chosen based on principles of radiative transfer theory. ATMS channels 1 and 2 provide water
vapor, cloud water, and surface emissivity information needed for temperature profile retrieval. Channels 3
through 15, are nearly identical to those of the AMSU-A; only channel 4 is a new addition. Channels 3 through
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Figure 1. ATMS weighting function of U.S. standard atmosphere over water surface using Community Radiative Transfer
Model (CRTM).

15 are the center frequencies of the temperature sounding channels, and most channels are located on both
sides of the 57.29 GHz oxygen band to provide temperature soundings to 3 mb (37 km altitude). Channels
18 to 22 are the humidity-sounding group, similar to those on AMSU-B, with two new additions of chan-
nels 18 and 19 to further improve the moisture sounding. ATMS has 96 fields of view sampled per scan in
a stepped-scan fashion, each separated by 1.11∘. The angular range of an ATMS scan is ±52.725∘ relative to
the nadir. The angle-dependent measurements could cause the differences to nadir as large as 30 K at the
extreme scan positions in the window channels. An algorithm is needed to calculate limb adjustment coeffi-
cients to transform all ATMS data to the values they would have in a nadir view. NOAA has a long history of
limb adjustment measurements to fixed view angle to derive the legacy TOVS and ATOVS sounding products
(Reale et al., 1994, 2002). The limb adjustment algorithm was originally developed for TOVS (Wark, 1993) and
then expanded to ATOVS and AMSU-A data (NOAA 15, 16, 18, and 19) (Goldberg et al., 2001; Liu & Weng, 2007).

This work further expands the legacy limb adjustment coefficients to each of the 22 ATMS channels at each of
the off-nadir beam positions. Two sets of coefficients were generated over land and ocean, respectively. Stated
simply, the algorithm for adjusting ATMS brightness temperatures to the nadir is a linear combination of two or
three closely (physically and statistically) associated channels. One of the advantages of limb-corrected obser-
vations is to simplify the regression retrieval process by eliminating the need for scan-dependent sampling
of observations for product tuning (Reale et al., 2002). The limb-corrected AMSU-A brightness temperatures
have been used in temperature retrievals (Goldberg, 1999; Reale et al., 2002). This paper describes and assesses
the limb correction method applying it to ATMS measurement, and it also introduces its application in total
precipitable water retrievals over the ocean and tropical cyclone warm core detection.

2. The Procedure of Limb Correction
2.1. The Limb Adjustment Algorithm
This method assumes that the limb effect can be compensated for using linear combinations of the channels
at a given angle (Wark, 1993) as expanded for AMSU in Goldberg et al. (2001) paper. The predictors used in
the training ensemble are mean brightness temperatures within 2∘ latitude bands of the chosen channels
at each beam position. The number of predictors is generally decided by the channel itself (predictand) plus
the adjacent channels whose weighting functions peak directly below and above, which also have strong
statistical correlations with the channel of interest. The selection of associated channels will be discussed in
the next section. Figure 1 shows the weighting function using Community Radiative Transfer Model (CRTM)
(Liu & Boukabara, 2014; Weng et al. 2005) to compute the weighting function at nadir for U.S. standard
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Figure 2. ATMS channels 6 and 19 weighting functions of U.S. standard atmosphere over water surface using
Community Radiative Transfer Model (CRTM) shift up in altitude from nadir (solid curve) to 60∘ (dashed); ATMS channel
5, 7, 18, and 20 were plotted as references.

Table 1
Selection of Associated Channels as Predictors for Each ATMS Channel

Frequency (GHz) ATMS channel Associated channels Peak WF (hPa)

23.8 1 1, 2 Surface

31.4 2 1, 2 Surface

50.3 3 3, 4, 5 Surface

51.76 4 3, 4, 5 Surface

52.8 5 4, 5, 6 1,000

53.596 ± 0.115 6 5, 6, 7 700

54.4 7 6, 7, 8 400

54.94 8 7, 8 270

55.5 9 9, 10, 11 180

f0 = 57.29 10 10, 11 90

f0 ± 0.3222 ± 0.217 11 10, 11, 12 50

f0 ± 0.3222 ± 0.048 12 11, 12, 13 25

f0 ± 0.3222 ± 0.022 13 12, 13 12

f0 ± 0.3222 ± 0.010 14 12, 13, 14 5

f0 ± 0.3222 ± 0.0045 15 14, 15 2

88.2 16 1, 16 surface

165.5 17 17, 18 1,000

183.31 ± 7 18 18, 19 800

183.31 ± 4.5 19 18, 19, 20 700

183.31 ± 3 20 19, 20, 21 600

183.31 ± 1.8 21 20, 21, 22 500

183.31 ± 1 22 21, 22 450
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Figure 3. Mean unadjusted versus limb-corrected brightness temperatures (with latitude between ±60∘) as a function of beam position over (left column) ocean
and (right column) land on 9 June 2015 for ATMS channels 1, 6, 13, and 19. (Red line represents unadjusted, and blue line represents adjusted.)

atmosphere over a water surface. ATMS channels 1–4 (23–51.76 GHz), channel 16 (88.2 GHz), and channel
17 (165.5 GHz) are window channels; the contributions from the atmosphere increase the brightness temper-
ature with increasing optical depth; ATMS channels 5–9 (52.8–55.5 GHz) have the peaks of their weighting
functions in the troposphere, where the temperature profiles decrease with height; ATMS channels 10–15
(57.29 GHz) have the peaks of weighting functions in the stratosphere, the temperature profiles increase with
height; ATMS channels 18–22 (183 GHz) are water vapor channels, which are sensitive to upper and lower
tropospheric humidity. The increase in the optical path as the instrument scans from near nadir to extreme
beam positions causes the peak of the channel weighting functions to shift up in altitude. Figure 2 illustrates
the shift of weighting functions of ATMS channels 6 and 19 from their nadir angle to the extreme angle of 60∘.
The channel itself and the adjacent channels whose weighting functions peak below and above are selected
associated channels as predictors in most channels. For example, for channel 6, the predictor channels are
channels 5, 6, and 7 and for channel 19, they are channels 18, 19, and 20. Table 1 lists the predictors we used
for each channel, which always include the predictand channel itself. It is critical to update the limb correction
coefficient periodically, such as annually, because the training data sets needs to expand to cover the maxi-
mum possible range. Furthermore, if one associated channel stops working, we need to adjust the candidate
associated channels and train the limb correction coefficients from different but eligible predictor channels.

The limb-corrected brightness temperature is estimated by

T̂b(i, j)n = Tb(i) +
∑

ia

aiaj(i)(Tb(ia, j) − Tb(ia, j)) (1)

where T̂b(i, j)n is the estimated nadir brightness temperature at a certain channel i for beam position j and
n represents nadir. In training, we use the average of mean brightness temperature of position 48 and 49
at a certain channel i as the predictand. Tb(i) is the expected value of brightness temperature at channel i,
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Figure 4. ATMS brightness temperature global map for channels 6 and 11 ascending orbits on 20 December 2014 before and after limb adjustment.

which is the mean of the training sample and was saved in the coefficient file, as is Tb(ia, j). Tb(ia, j) and Tb(ia, j)
are the individual and mean brightness temperatures of “associated” channels i at beam position j, respec-
tively; aiaj(i) are the regression coefficients calculated by least squares technique from a large ensemble of
brightness temperatures. It has been assumed (Wark, 1993) that if a very large sample is used, the mean values
in a narrow latitude band, such as 2∘ in this study, at each beam position will represent the angular variation
of a mean meteorological condition of atmospheric parameters. The tests of validity of the procedure that
the latitudinal means represent the individual sets of measurments have been discussed in the paper of Wark
(1993). We used ATMS Temperature Data Record (TDR) and Geolocation (GEO) data with 22 channels at their
original field of view resolution, 96 field of views (FOVs) of brightness temperatures to calculate limb correc-
tion coefficients. Two months data of January and September 2014 were used to compute mean brightness
temperatures within 2∘ latitude bands for each FOV. The smoothed latitudinal means represent individual sets
of observations over a broad range of meteorological conditions and therefore satisfy the angular brightness
temperature requirements placed on the algorithm. A land/sea split in the data was deemed desirable for the
surface and near surface channels for the calculation of limb adjustment coefficients because of the differ-
ence in emissivity between land and sea. Separate sea and nonsea coefficients are used for channels affected
by surface—ATMS channels 1–6 and 16–22. ATMS channels 7–15 use all of the available data to compute
coefficients. These sets of coefficients are then merged into two sets: one for land and the other for sea. The
natural separation of atmospheric types and cloudiness by latitude and surface types assures that a wide vari-
ety is encompassed and that the use of these means in the limb adjustment algorithm is valid. Over ocean, the
emissivity at the microwave frequencies is quite low, which results in very low brightness temperatures. Over
land, the emissivity is closer to unity, limiting the contrast with the atmospheric contribution, which makes
the limb correcting over land more difficult.

Figure 3 demonstrates the average amount of the unadjusted (red line) versus limb-corrected (blue line)
ATMS brightness temperature as a function of 96 beam positions. We used 1 day (9 June 2015) data and
showed the comparison results over land and ocean. ATMS channels 1–4 are window channels. Statistically,
the angular distributions show limb brightening over the ocean due to the low ocean surface emissivity,
while atmosphere appears relatively warm. The angular distributions show limb darkening over the land
due to the high land surface emissivity, while the atmosphere appears relatively cold. Channel 5–9 sense
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Figure 5. Mean bias between simulated and limb-adjusted ATMS adjusted
brightness temperature of 20 December 2015 over (top) ocean and
(bottom) land for ATMS channels 6, 13, 19, and 20.

temperatures in the troposphere, and their angular distributions show
limb darkening. Channels 10–16 sense temperature in the stratosphere,
and their angular distributions show limb brightening. Channels 18-22
sense tropospheric humidity, and their angular distributions show limb
darkening. We picked channels 1, 6, 13, and 19 to represent these limb
effects and show the limb-corrected brightness temperature. It shows that
the limb adjustment effectively removes the scan angle dependence of
observed brightness temperature and keep the variation of the signatures
from scenes. The limb correction over land has the similar performance as
over ocean in atmospheric and water vapor channels, but a little worse in
window channels because the land surface emissivity varies in time and
space with surface types, roughness, and moisture content.

Figure 4 shows a global image of ATMS channels 6 and 11 observations
before and after limb adjustment on 20 December 2014. Due to the polar
orbit overlap, we just showed the global map with latitude within 60∘.
ATMS channel 6 is representative of a lower tropospheric channel with
peak sensitivity in the vicinity of 700 mb. We can see the limb darkening at
the extreme scan positions, which results in the different brightness tem-
peratures even in an otherwise horizontally homogeneous atmosphere

having a homogeneous surface as a background. The limb-adjusted brightness temperature global distribu-
tion shows more detailed meteorological structures. Due to the large surface emission over land, this channel
still shows the brightness temperature contrast between land and ocean. For channels peaking well above
the surface, the land versus sea differences due to emissivity are not evident, such as channel 11. Channel 11
senses temperatures at level above the tropopause and shows limb brightening at the extreme scan positions.

2.2. Selection of Associated Channels
ATMS has 22 channels which provides a broad range of channels for limb adjustment. The selection of asso-
ciated channels in our study was performed by computing all possible combinations of channels with two or
three associated channels. The difficulty is that we do not have true nadir observation at each beam position
to compare with, and the angular variation is hard to quantify. Simulated brightness temperature of nadir
view for each FOV is a good substitute truth that we rely on. In our study, the simulated ATMS brightness tem-
perature at nadir view is calculated using microwave forward model (Rosenkranz & Barnet, 2006) for one day
(20 December 2015), with profiles from collocated European Center for Medium-Range Weather Forecasts
(ECMWF). We used the comparison of simulated nadir values with the limb-corrected brightness tempera-
ture measurements to select channels. The causes of the systematic errors and uncertainties in observations
and simulations using radiative transfer models at 183 GHz have been reviewed by Brogniez et al. (2016).
Therefore, the discussion of the systematic differences between limb-corrected measurements and simu-
lated nadir values, although interesting, is outside the scope of this study. We rather focused on getting the
optimal associated channel combination in order to achieve least view angle-dependent bias. After a careful
scrutiny of the results, the associated channels were selected as shown in Table 1. The comparison with simu-
lated nadir values shows less angle dependence and gives confidence in the overall performance of the limb
correction coefficients.

3. Validation and Application
3.1. Validation
Figure 5 shows bias across the scan for limb-corrected-minus-simulated “nadir” values from RTA, over ocean
and land for atmospheric and water vapor sounding channels 6, 13, 19, and 20. The simulation of window
channels is more difficult due to the surface inhomogeneity, such as the influences of surface emissivity, sur-
face roughness, cloud liquid water, and water vapor. In the atmospheric sounding channels, the limb adjusted
and simulated brightness temperatures show good agreement. The systematic differences in water vapor
channels could result from radiative transfer modeling errors, ECMWF forecast systematic errors, and limb cor-
rection model errors. This figure shows the mean bias of global brightness temperature distribution between
limb adjusted and calculated, which indicates little view angle dependence. More accurate surface emissivity
model used in the RTA model could be helpful. The mean square error of fit using the associated channels in
Table 1 varies with beam positions, and it decreases markedly as the nadir is approached. It is more valuable
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Figure 6. The ATMS limb correction model error versus ATMS on-orbit instrumental noise for each channel.

to look at the mean values to get proper insight into the magnitude of errors arising from the application of
the limb adjustment method. Figure 6 illustrates this mean value for each ATMS channel compared with ATMS
on-orbit instrument noise. One criteria of channel selections as associated channels is the minimization of
noise amplification. The estimated errors of fit should be less than the noise of the instrument. For the atmo-
spheric channels, the land and ocean limb correction coefficients are the same, because they are less affected
by the surface. The model errors, both over land and ocean, in most channels are within instrumental noise,
except window channels due to surface and cloud liquid water contamination.

3.2. Application
3.2.1. TPW Retrieval Over Oceans
The advantage of retrievals of TPW over ocean is that the lower emissivity of the ocean surface offers a stronger
signal for TPW due to the higher atmospheric and surface contrast, and it is very useful for many applications.
It has been used in the prediction of the precipitation and for the study of the water cycle in general. Grody

Figure 7. Histogram of Estimated TPW versus ECMWF TPW of 20
December 2014, mean = −0.046 mm and SD = 3.43 mm.

et al. (2001) and Weng et al. (2003) used AMSU window channel measure-
ment to derive TPW and the optimal channel combination was the linear
combination of 23.8 and 31.4 GHz. In our study, the limb-corrected ATMS
brightness temperature of channels 1 (23.8 GHz) and 2 (31.4 GHz) are used
as predictors to retrieve total precipitable water (TPW) over ocean. At ATMS
lower frequencies, the scattering from cloud liquid is neglected, and the
TPW retrieval is linearly derived from these two channels. The coefficients
are derived using least squares regression algorithm.

The regression formula is expressed similarly to equation (5a) used in Grody
et al. (2001), but the coefficients are not angle dependent.

T̂PW = a0 − a1 × ln(285 − bl1) + a2 × ln(285 − bl2), (2)

where bl1 and bl2 are limb-corrected ATMS brightness temperature in chan-
nels 1 and 2. The regression coefficient a0, a1, and a2 are trained against
ECMWF TPW data (the vertical integration of the atmospheric moisture pro-
file) on 17 February 2015, and a0 = 85.67583, a1 = −109.0937, and a2 =
93.71552. We only perform retrievals for the cases whose limb-corrected
brightness temperature are less than 285 K. The latitudes are restricted
between 50∘S and 50∘N to avoid ice surface. If the retrieved TPW is larger
than 80 mm, we force it to equal 80 mm. The independent data set on 20
December 2014 has been used as the testing of TPW retrieval algorithm.
Figure 7 shows the histogram of residual between estimated and ECMWF
TPW, and the bias is −0.046 mm and standard deviation is 3.43 mm.
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Figure 8. Global distribution of total precipitable water estimated from limb-corrected ATMS over ocean on 20
December 2014.

Figure 9. Comparison of ATMS brightness temperature in channels 7, 8, and 9 before and after limb correction over Hurricane Patricia at 2030 UTC 23 October
2015. (top row) Channel 7, (middle row) channel 8, and (bottom row) channel 9; (left column) before and (right column) after.
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Figure 8 shows the global distribution of estimated TPW over ocean for both ascending and descending orbits.
The TPW global map derived from the limb-adjusted ATMS brightness temperature can be generated in a
near real-time manner and compares well with ECMWF TPW. It provides a snapshot for a quick and qualitative
look, allowing forecasters to catch up TPW features.

3.3. Tropical Cyclone Monitoring
Because several frequencies in the microwave spectrum are transparent to cirrus clouds, the microwave
imagery can reveal some features beneath extensive cover. As tropical storms develop into hurricanes, they
are characterized by upper tropospheric warming as a result of adiabatic warming/compression of air as it
sinks within the storm center. Subsidence within a tropical cyclone warms the overlying troposphere, sup-
pressing clouds, and leads to the characteristic “eye” commonly observed in satellite pictures. Channels 7–9
are temperature sounding channels located at different elevations within the troposphere and measure the
storm related warming. The case we studied is Hurricane Patricia, and the Suomi NPP satellite passed over it
on 23 October 2015, 2030 UTC. The eye of Hurricane Patricia was located near 17.3N–105.6W at 1200 UTC.
Figure 9 shows that the limb-corrected brightness temperature successfully detected the warm core of the
hurricane in channels 7–9 compared with the measured ATMS TDR data at 2030 UTC. Channel 7 (54.4 GHz)
peaks near 400 mb, having a weak warm anomaly at the center of the storm. Surrounding this warm anomaly
are bands of colder anomalies produced by the effect of scattering due to the strong convection that con-
tain significant concentrations of ice. Channel 8 (54.94 GHz) and channel 9 (55.5 GHz) peak higher into the
atmosphere where are not affected by precipitation, and the warm anomalies associated with Patricia are
more apparent.

4. Summary

A methodology and application of limb-corrected ATMS brightness temperatures has been presented. The
approach is to adjust the off-nadir observation to the average of the two nearest nadir positions using a linear
regression based on two or three associated ATMS channels. Limb adjustment model fitting errors are gen-
erally within instrumental noise, except for the window channels, where surface inhomogeneity limits the
validation. We used the comparison between simulated brightness temperature at nadir and limb-corrected
values to select associated channels in order to determine optimal sets per channel. Such differences are also
used to validate the limb correction data using independent data over both land and ocean. The results show
minimal view angle dependence. Users can use the limb-corrected ATMS imagery for various applications
such as TPW retrieval and weather pattern diagnose. For example, the limb-adjusted temperature has been
used to retrieve TPW over ocean with bias and standard deviation of −0.046 mm and 3.43 mm, respectively,
and to verify tropical cyclone warm cores as snapshots for users to quickly diagnose weather signals.
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